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Theorem

If f is ∆-integrable on [a, b), then |f | is ∆-integrable on [a, b) and∣∣∣∣∫ b

a
f (t)∆t

∣∣∣∣ ≤ ∫ b

a
|f (t)|∆t.

Proof.

Let ϕ(x) = |x |. Then
ϕ : R → R

satisfies the Lipschitz condition on every finite interval [m,M]. Hence,
using Theorem ??, we conclude that |f | is ∆-integrable on [a, b).
Since
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Proof.

−|f (t)| ≤ f (t) ≤ |f (t)| for any t ∈ [a, b),

using Theorem ??, we obtain

−
∫ b

a
|f (t)|∆t ≤

∫ b

a
f (t)∆t ≤

∫ b

a
|f (t)|∆t,

which completes the proof.
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Theorem

If f and g are ∆-integrable on [a, b), then∣∣∣∣∫ b

a
f (t)g(t)∆t

∣∣∣∣ ≤ ∫ b

a
|f (t)g(t)|∆t ≤

(
sup

t∈[a,b)
|f (t)|

)∫ b

a
|g(t)|∆t.

Proof.

Since f and g are ∆-integrable on [a, b), using Theorem ??, we have that
|fg | is ∆-integrable on [a, b).
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Proof.

By Theorem 1, we get∣∣∣∣∫ b

a
f (t)g(t)∆t

∣∣∣∣ ≤ ∫ b

a
|f (t)g(t)|∆t.

Because

|f (t)g(t)| ≤

(
sup

t∈[a,b)
|f (t)|

)
|g(t)| for any t ∈ [a, b),

using Theorem ??, we obtain∫ b

a
|f (t)g(t)|∆t ≤

∫ b

a

(
sup

t∈[a,b)
|f (t)|

)
|g(t)|∆t

=

(
sup

t∈[a,b)
|f (t)|

)∫ b

a
|g(t)|∆t,

which completes the proof.
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Theorem

Let {fn(t)}n∈N be a sequence of ∆-integrable functions on [a, b) and
suppose that fn → f uniformly on [a, b) for a function f defined on [a, b).
Then f is ∆-integrable on [a, b) and∫ b

a
f (t)∆t = lim

n→∞

∫ b

a
fn(t)∆t.

Proof.

Let ε > 0 be arbitrarily chosen. Since fn → f uniformly on [a, b), there
exists n0 ∈ N so that

|fn(t)− f (t)| < ε for all t ∈ [a, b) and n ≥ n0.
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Proof.

Because fn, n ≥ n0, are ∆-integrable on [a, b), there exists a partition P of
[a, b) so that

U(fn,P)− L(fn,P) < ε, n ≥ n0.

Note that

U(fn − f ,P) < ε(b − a), L(fn − f ,P) > −ε(b − a), n ≥ n0.

Therefore,

U(f ,P)− L(f ,P) = U(f − fn + fn,P)− L(f − fn + fn,P)

≤ U(f − fn,P) + U(fn,P)− L(f − fn,P)− L(fn,P)

= U(f − fn,P)− L(f − fn,P) + U(fn,P)− L(fn,P)

< ε(b − a) + ε(b − a) + ε, n ≥ n0.
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Proof.

Hence, using Theorem ??, it follows that f is ∆-integrable on [a, b). From
here, fn − f , |fn − f |, n ≥ n0, are ∆-integrable on [a, b). Then∣∣∣∣∫ b

a
(fn(t)− f (t))∆t

∣∣∣∣ =

∣∣∣∣∫ b

a
fn(t)∆t −

∫ b

a
f (t)∆t

∣∣∣∣
≤

∫ b

a
|fn(t)− f (t)|∆t

< ε

∫ b

a
∆t

= ε(b − a),

which completes the proof.
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Theorem

Suppose that
∑∞

k=1 gk is a series of ∆-integrable functions gk on [a, b)
that converges uniformly to g on [a, b). Then g is ∆-integrable and∫ b

a
g(t)∆t =

∞∑
k=1

∫ b

a
gk(t)∆t.

Proof.

Since
∑∞

k=1 gk is uniformly convergent to g on [a, b), the sequence{
Sn =

n∑
k=1

gk

}
k∈N

is uniformly convergent to g on [a, b).
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Proof.

Hence, using Theorem 3, it follows that g is ∆-integrable on [a, b) and

lim
n→∞

∫ b

a
Sn(t)∆t =

∫ b

a
g(t)∆t,

whereupon

lim
n→∞

∫ b

a

n∑
k=1

gk(t)∆t =

∫ b

a
g(t)∆t

and

lim
n→∞

n∑
k=1

∫ b

a
gk(t)∆t =

∫ b

a
g(t)∆t,

which completes the proof.
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Theorem

Let f be ∆-integrable on [a, b). If f has a ∆-antiderivative

F : [a, b] → R,

then ∫ b

a
f (t)∆t = F (b)− F (a).

Proof.

Since f is a ∆-antiderivative of f on [a, b], we have that

F∆(t) = f (t) for all t ∈ [a, b].

Let ε > 0 be arbitrarily chosen.
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Proof.

Because f is ∆-integrable on [a, b), there exists a partition
P = {a = t0 < t1 < . . . < tn = b} of [a, b) so that

U(f ,P)− L(f ,P) < ε. (1)

For every i ∈ {1, . . . , n}, there exist ξi , ηi ∈ (ti−1, ti ) so that

F∆(ηi )(ti − ti−1) ≤ F (ti )− F (ti−1) ≤ F∆(ξi )(ti − ti−1),

whereupon

f (ηi )(ti − ti−1) ≤ F (ti )− F (ti−1) ≤ f (ξi )(ti − ti−1).

Hence,
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Proof.

mi (ti − ti−1) ≤ F (ti )− F (ti−1) ≤ Mi (ti − ti−1),

where
mi = inf

t∈[ti−1,ti )
f (t), Mi = sup

t∈[ti−1,ti )
f (t),

and

n∑
i=1

mi (ti − ti−1) ≤
n∑

i=1

(F (ti )− F (ti−1)) ≤
n∑

i=1

Mi (ti − ti−1).

Therefore,

Svetlin G. Georgiev Time Scales Analysis Lecture 13 October 22, 2025 13 / 58



Proof.

L(f ,P) ≤ F (b)− F (a) ≤ U(f ,P).

Since

L(f ,P1) ≤
∫ b

a
f (t)∆t ≤ U(f ,P1)

for all partitions P1 of [a, b), (1) yields∣∣∣∣∫ b

a
f (t)∆t − (F (b)− F (a))

∣∣∣∣ < ε,

which completes the proof.
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Example

Let T = Z. Then σ(t) = t + 1, µ(t) = 1, and∫ t+1

t
(τ3 + τ2 + τ + 1)∆τ = t3 + t2 + t + 1.

Example

Let T = N4
0. Then σ(t) = ( 4

√
t + 1)4, µ(t) = ( 4

√
t + 1)4 − t, and∫ ( 4√t+1)4

t
τ2∆τ =

(
( 4
√
t + 1)4 − t

)
t2.
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Example

Let T = 3N0 . Then σ(t) = 3t, µ(t) = 2t, and∫ 3t

t
sin τ∆τ = 2t sin t.
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Theorem

If a, b, c ∈ T, α ∈ R, and f , g ∈ Crd(T), then
1
∫ b
a (f (t) + g(t))∆t =

∫ b
a f (t)∆t +

∫ b
a g(t)∆t,

2
∫ b
a (αf )(t)∆t = α

∫ b
a f (t)∆t,

3
∫ b
a f (t)∆t = −

∫ a
b f (t)∆t,

4
∫ b
a f (t)∆t =

∫ c
a f (t)∆t +

∫ b
c f (t)∆t,

5
∫ b
a f (σ(t))g∆(t)∆t = (fg)(b)− (fg)(a)−

∫ b
a f ∆(t)g(t)∆t,
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Theorem

1
∫ b
a f (t)g∆(t)∆t = (fg)(b)− (fg)(a)−

∫ b
a f ∆(t)g(σ(t))∆t,

2
∫ a
a f (t)∆t = 0,

3 if |f (t)| ≤ g(t) on [a, b], then∣∣∣∣∫ b

a
f (t)∆t

∣∣∣∣ ≤ ∫ b

a
g(t)∆t,

4 if f (t) ≥ 0 for all a ≤ t < b, then
∫ b
a f (t)∆t ≥ 0.
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Proof.

Since f , g ∈ Crd(T), they possess antiderivatives F and G . We have

F∆(t) = f (t) and G∆(t) = g(t) for all t ∈ Tκ.

For all t ∈ Tκ, we have

(F + G )∆(t) = F∆(t) + G∆(t).

Hence, ∫ b

a
(f (t) + g(t))∆t = (F + G )(b)− (F + G )(a)

= F (b)− F (a) + G (b)− G (a)

=

∫ b

a
f (t)∆t +

∫ b

a
g(t)∆t.
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Proof.

Since
αF∆(t) = (αF )∆(t) = αf (t) for all t ∈ Tκ,

we get ∫ b

a
αf (t)∆t = (αF )(b)− (αF )(a)

= α(F (b)− F (a))

= α

∫ b

a
f (t)∆t.
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Proof.

We have ∫ b

a
f (t)∆t = F (b)− F (a)

= −(F (a)− F (b))

= −
∫ a

b
f (t)∆t.

We have ∫ b

a
f (t)∆t = F (b)− F (a)

= F (c)− F (a) + F (b)− F (c)

=

∫ c

a
f (t)∆t +

∫ b

c
f (t)∆t.
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Proof.

For all t ∈ Tκ, we have

(fg)∆(t) = f ∆(t)g(t) + f (σ(t))g∆(t),

i.e.,
f (σ(t))g∆(t) = (fg)∆(t)− f ∆(t)g(t).

Hence, by using items 1 and 2, we get∫ b

a
f (σ(t))g∆(t)∆t =

∫ b

a

(
(fg)∆(t)− f ∆(t)g(t)

)
∆t

=

∫ b

a
(fg)∆(t)∆t −

∫ b

a
f ∆(t)g(t)∆t

= (fg)(b)− (fg)(a)−
∫ b

a
f ∆(t)g(t)∆t.
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Proof.

For all t ∈ Tκ, we have

(fg)∆(t) = f (t)g∆(t) + f ∆(t)g(σ(t)),

i.e.,
f (t)g∆(t) = (fg)∆(t)− f ∆(t)g(σ(t)).

Hence, by using items 1 and 2, we find∫ b

a
f (t)g∆(t)∆t =

∫ b

a
(fg)∆(t)∆t −

∫ b

a
f ∆(t)g(σ(t))∆t

= (fg)(b)− (fg)(a)−
∫ b

a
f ∆(t)g(σ(t))∆t.
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Proof.

We have ∫ a

a
f (t)∆t = F (a)− F (a) = 0.

We note that
|F∆(t)| ≤ G∆(t) on [a, b].

Thus, employing Theorem ??, we get

|F (b)− F (a)| ≤ G (b)− G (a),

i.e., ∣∣∣∣∫ b

a
f (t)∆t

∣∣∣∣ ≤ ∫ b

a
g(t)∆t.
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Example

Let T = Z. We will compute

I =

∫ 3

−2
(t2 + t + 1)∆t.

First way. We have

t2 =
1

3
(t3)∆ − 1

2
(t2)∆ +

1

6

=

(
1

3
t3 − 1

2
t2 +

t

6

)∆

,

t =
1

2
(t2)∆ − 1

2

=

(
1

2
t2 − t

2

)∆

,

1 = t∆.Svetlin G. Georgiev Time Scales Analysis Lecture 13 October 22, 2025 25 / 58



Example

Hence,

t2 + t + 1 =

(
1

3
t3 − 1

2
t2 +

t

6

)∆

+

(
1

2
t2 − 1

2
t

)∆

+ t∆

=

(
1

3
t3 − 1

2
t2 +

t

6
+

1

2
t2 − t

2
+ t

)∆

=

(
1

3
t3 +

2

3
t

)∆

.

Therefore,
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Example

I =

∫ 3

−2

(
1

3
t3 +

2

3
t

)∆

∆t

=

(
1

3
t3 +

2

3
t

) ∣∣∣t=3

t=−2

=

(
27

3
+ 2

)
−
(
−8

3
− 4

3

)
= 11 + 4

= 15.

Second way. Since all points of T are isolated and µ(t) = 1, we have that
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Example

I =
2∑

t=−2

(t2 + t + 1)

= (4− 2 + 1) + (1− 1 + 1) + 1 + (1 + 1 + 1) + (4 + 2 + 1)

= 3 + 1 + 1 + 3 + 7

= 15.
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Example

Let T = 2N0 . We will compute

I =

∫ 4

1

(
sin t

2 sin
3t
2

t
+ t2

)
∆t.

First way. Note that σ(t) = 2t, µ(t) = t, and

(cos t)∆ = −2
sin t

2 sin
3t
2

t
,

t2 =
1

7
(t3)∆.

Hence,
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Example

sin t
2 sin

3t
2

t
+ t2 = −1

2
(cos t)∆ +

1

7
(t3)∆

=

(
−1

2
cos t +

1

7
t3
)∆

.

Therefore,
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Example

I =

∫ 4

1

(
−1

2
cos t +

1

7
t3
)∆

∆t

=

(
−1

2
cos t +

1

7
t3
) ∣∣∣t=4

t=1

= −1

2
cos 4 +

64

7
+

1

2
cos 1− 1

7

= −1

2
(cos 4− cos 1) + 9

= sin
3

2
sin

5

2
+ 9.
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Example

Second way. Since all points of T are isolated, we obtain

I =
∑
t=1,2

µ(t)

(
sin t

2 sin
3t
2

t
+ t2

)

= sin
1

2
sin

3

2
+ 1 + 2

(
sin 1 sin 3

2
+ 4

)
= sin

1

2
sin

3

2
+ sin 1 sin 3 + 9

=
1

2
(cos 1− cos 2 + cos 2− cos 4) + 9

=
1

2
(cos 1− cos 4) + 9

= − sin
−3

2
sin

5

2
+ 9

= sin
3

2
sin

5

2
+ 9.
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Example

Let T = [−1, 0] ∪ 3N0 , where [−1, 0] is the real-valued interval. Define

f (t) =



1
(t+2)3

− 1
8 for t ∈ [−1, 0)

0 for t = 0

t2 − t for t ∈ 3N0 .

We will compute

I =

∫ 3

−1
f (t)∆t.

We have
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Example

I =

∫ 0

−1
f (t)∆t +

∫ 3

1
f (t)∆t

=

∫ 0

−1

(
1

(t + 2)3
− 1

8

)
dt +

∫ 3

1
(t2 − t)∆t

= − 1

2(t + 2)2

∣∣∣t=0

t=−1
−1

8
+ 2t(t2 − t)

∣∣∣
t=1

= −1

4
+

1

2

=
1

4
.
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Theorem

Let f be a function which is ∆-integrable from a to b. Let

F (t) =

∫ t

a
f (s)∆s, t ∈ [a, b].

Then f is continuous on [a, b]. Further, let t0 ∈ [a, b) and suppose that f
is continuous at t0 if t0 is right-dense. Then f is ∆-differentiable at t0 and
F∆(t0) = f (t0).
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Proof.

Let B > 0 be such that

|f (t)| ≤ B for all t ∈ [a, b].

Let ε > 0 be arbitrarily chosen. Take t1, t2 ∈ [a, b] such that |t1 − t2| < ε
B .

Then

|F (t1)− F (t2)| =

∣∣∣∣∫ t1

a
f (s)∆s −

∫ t2

a
f (s)∆s

∣∣∣∣
=

∣∣∣∣∫ t1

a
f (s)∆s +

∫ a

t1

f (s)∆s −
∫ a

t1

f (s)∆s −
∫ t2

a
f (s)∆s

∣∣∣∣
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Proof.

=

∣∣∣∣∫ t2

t1

f (s)∆s

∣∣∣∣
≤

∣∣∣∣∫ t2

t1

|f (s)|∆s

∣∣∣∣
≤ B|t2 − t1|

< ε.
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Proof.

Therefore, f is uniformly continuous on [a, b]. Let t0 be right-scattered.
Since f is continuous on [a, b], it is ∆-differentiable at t0. Hence,

F∆(t0) =
F (σ(t0))− F (t0)

σ(t0)− t0

=
1

σ(t0)− t0

[∫ σ(t0)

a
f (s)∆s −

∫ t0

a
f (s)∆s

]

=
1

σ(t0)− t0

∫ σ(t0)

t0

f (s)∆s

=
1

σ(t0)− t0
(σ(t0)− t0)f (t0)

= f (t0).
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Proof.

Let t0 be right-dense and assume that f is continuous at t0. Then

F∆(t0) = lim
t→t0

F (t)− F (t0)

t − t0

= lim
t→t0

1

t − t0

[∫ t

a
f (s)∆s −

∫ t0

a
f (s)∆s

]

= lim
t→t0

1

t − t0

∫ t

t0

f (s)∆s.

(2)
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Proof.

Let ε > 0 be arbitrarily chosen. Since f is continuous at t0, there exists
δ > 0 such that s ∈ [a, b) and |s − t0| < δ imply |f (s)− f (t0)| < ε. Then∣∣∣∣ 1

t − t0

∫ t

t0

f (s)∆s − f (t0)

∣∣∣∣ =

∣∣∣∣ 1

t − t0

∫ t

t0

(f (s)− f (t0))∆s

∣∣∣∣
≤ 1

|t − t0|

∣∣∣∣∫ t

t0

|f (s)− f (t0)∆s

∣∣∣∣
<

ε

|t − t0|

∣∣∣∣∫ t

t0

∆s

∣∣∣∣
= ε
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Proof.

for all t ∈ [a, b] such that
|t − t0| < δ

and
t ̸= t0.

Thus, using (2), we get
F∆(t0) = f (t0),

which completes the proof.
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